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OSG Software Environment
• Core Middleware -

– GRAM (from Globus 3.2)
– GSIftp and GSIftp4
– Authentication or Privilege services (GUMS/PRIMA/Gridmap)

– Accounting service ( VO to local account mapping)

• Monitoring and Operations Instrumentation
– Monitoring Information Service - Core Infrastructure (MIS-CI)
– GRIS ( GLUE 1.2/ Generic Information Provider 1.2)
– Job Monitoring and metrics
– Operations verification
– Cataloging and Discovery



10 June 2005 Leighg@indiana.edu 12

OpenScienceGrid .org

Instrumentation
• Information about Resources

– Static information received from registrations
– Collected information about the resource 

provided by system administrator during 
configuration, mostly static, software 
locations, batch system, storage for jobs

– Dynamic information collected every couple of 
minutes to track usage, job accounting.

– Historic information about resource use and 
performance, job throughput, data movement
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Static Information
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Grid Catalog

• What is GridCat ?
– GridCat is a high level grid cataloging system 

using status dots on geographic maps as well 
as catalog. The catalog contains information 
on site readiness. GridCat tries to present the 
grid-site at its simplest status representation
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Collected Information (!)
Unique Name

DNS Name

Local User Account Name

Local Home Directory

Base VDT Installation Directory

Job Manger Batch

Job Manger Fork

Batch Queue status command

Grid3 Schema $DATA Directory

Grid3 Schema $APP Directory

Grid3 Schema $TMP Directory

Grid3 Schema $TMP_WN 

Gridftp Log file path

Sponsor (VO)

Output of osg-version
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Dynamic Information
• Worker Nodes

– Running Jobs/Queued Jobs/Free Cpus
• Gatekeeper

– Load/# of Users/# of processes
• GridFtp 

– Mean Bandwidth / Daily Load/ #of transfers
• Disk Space

– Available disk/Consumption Rate/Total disk 
space
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MonaLisa

• Utilization: Busy/ Free Nodes
• Total Running / Idle Jobs
• Running Jobs per VO
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ACDC - grid-dashboard
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Monitoring Goals

• Increase information available for each 
resource

• Reduce monitoring impact on the resource
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Agenda 

• Integration Testbed (ITB) and it’s purpose
• OSG Core Middleware and Monitoring
• OSG Operations status
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Grid Operations Center
Operations

Resource Provider
Support Centers

VO
Support
Centers

Service
Support
Centers

Support Center
• Provisioning
• Ops procedures
• Coordination
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Provisioning Process
• Set up the release candidates for production

installation tests.
• Add version control to production release
• Deploy and validate auxiliary services

– Setup interaction with VO support centers
• Full documentation

– Installation Manuals
– Releases Notes, Change Logs, Patches, Upgrades
– Description of the services provided for the release and access 

information
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Service Infrastructure
• Trouble Ticketing system and interface
• Monitoring tools development and maintenance
• Identity services ( certificate verification )
• Grid information collection
• VO-level services for monitoring
• Knowledge base
• Mailing Lists
• Formal and collaborative web information 

repositories
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Resource Verification
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Enabling Opportunistic Use

• All resources thought to be “reserved” by 
local site or by associated VO

• No master (meta) scheduler
• Plan to utilize dynamic monitoring data to 

predict resource job scheduling
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LCG Integration Path

• Propose intermixing OSG ITB and LCG 
testbed



10 June 2005 Leighg@indiana.edu 29

OpenScienceGrid .org

Questions?  Thank you




